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Eliza (1996)

Hello, I am Eliza.

Hey!

Don’'t you ever say Hello?

Hello!

How are you today.. What would you like to discuss?
I'm depressed.

Do you enjoy being depressed?

No, I don't.

Why no?

Because I want to be happy.

Why do you want to be happy?

Because I'm tired od being depressed.
That is quite interesting.

I'm not suref}
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Annual Meeting of the Association for Computational Linguistics (2024)

Volumes

* Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers

* Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers) QEES

* Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 3: System Demonstrations)

* Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 4: Student Research Workshop)
* Proceedings of the 62nd Annual Meeting of the Association for Computatignal Linguistics (Volume 5: Tutorial Abstracts)

* Findings of the Association for Computational Linguistics: ACL 202
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The 2025 Conference on Empirical Methods in Natural Language Processing

Suzhou, China
November 4-9, 2025

Volumes

* Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processingl

* Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing: System Demonstrations

* Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing: Industry Track

* Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts
(e

* Findings of the Association for Computational Linguistics: EMNLP 2025
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Volumes
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* Proceedings of the 2025 Conference on Empirical Methods in Natural Language Processing: System Demonstrations
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Prompting
and

Reasoning




(Plain) Prompting

“Understanding Reasoning LLMs”, Sebastian Raschka

If a train is moving at 60 mph and travels for 3 hours, how far does it go?

a

The train travels 180 miles.

\_

~

_J

Plain response
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“Understanding Reasoning LLMs”, Sebastian Raschka

[ If a train is moving at 60 mph and travels for 3 hours, how far does it go? ]

~

The train travels 180 miles.

\_

~

"~

Plain response

KTO determine the distance traveled, \

use the formula:
Distance = Speed x Time

Given that the speed is 60 mph and
the time is 3 hours:

Distance = 60 mph x 3 hours = 180 miles

Bundwo.ud (uoseay)

kSo, the train travels 180 miles. J

Response with intermediate
reasoning steps
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“Understanding Reasoning LLMs”, Sebastian Raschka

ChatGPT o1 v &, Share E’f

1) Intermediate reasoning What is the last digit of 72999

chain that is not explicitely\
shown to the user &

Reasoned about last digit of powers for a couple of seconds
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1) Intermediate reasoning
chain that is not explicitely\
shown to the user

2) Intermediate reasoning o
steps that are shown as
part of the answer

“Understanding Reasoning LLMs”, Sebastian Raschka

ChatGPT o1 v 2, Share f{

What is the last digit of 72999

Reasoned about last digit of powers for a couple of seconds
To find the last digit of 7”77, note that the last digits of powers of / repeat in a cycle of length
4:
7' =7 (last digit 7)
7> =49 (last digit 9)
7° = 343 (last digit 3)
7' = 2401 (last digit 1)

Thenitrepeats: 7, 9,3,1,7,9, 3,1, ...
To determine which of these four digits appears for 7°%°, we look at 999 mod 4:
999 =+ 4 = 249 remainder 3.

Since the remainder is 3, we take the third digit in the cycle (7,9, 3, 1), which is 3.
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“Understanding Reasoning LLMs”, Sebastian Raschka

ChatGPT o1 v 2, Share f{

1) Intermediate reasoning What is the last digit of 72999

chain that is not explicitely\
Shown tO the user Reasoned about last digit of powers for a couple of seconds

To find the last digit of /7, note that the last digits of powers of 7 repeat in a cycle of length
4:
7' =7 (last digit 7)
7 =49 (last digit 9)
7° = 343 (last digit 3)
7' = 2401 (last digit 1)
2) Intermediate reasoning / Then it repeats: 7,9, 3, 1,7, 9, 3, 1, ...
steps that are shown as
part of the answer

To determine which of these four digits appears for 7°%?, we look at 999 mod 4:
999 = 4 = 249 remainder 3.
Since the remainder is 3, we take the third digit in the cycle (7,9, 3, 1), which is 3.

Hence, the last digit of 7°% is E

The main answer/ DOB DY
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Punto 1: Reasoning
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Punto 3: Argumentation
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Figure 1: Sketch of a possible realization of the idea
of reasonable parrots we advocate for: a conversational
technology that fosters critical thinking and deliberation.

“Toward Reasonable Parrots: Why Large Lanquage Models

Should Argue with Us by Design”. Musi et al., 2025
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Argumentation represents, analyzes and evaluates the process
of reaching conclusions on the basis of available information.
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of reaching conclusions on the basis of available information.

We can evaluate LLMs based on their ability to address
argument mining tasks.
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